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We improve the usual relative error bound for the computation of xn through
iterated multiplications by x in binary, precision-p, floating-point arithmetic.
More precisely, we analyze the following algorithm.

y ← x
for k = 2 to n do
y ← RN(x · y)

end for
return(y)

where RN means “round to nearest” (that is, RN(x · y) is the result of the
floating point multiplication x * y in round-to-nearest mode).

We show the following result:

Theorem 1. Assume p ≥ 5 (which holds in all practical cases). If

n ≤
√

21/3 − 1 · 2p/2,

then
|x̂n − xn| ≤ (n− 1) · u · xn.

The obtained relative error bound (n− 1) · u is only slightly better than the
usual one γn−1, but it is simpler. We also discuss the more general problem of
computing the product of n terms.
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